2D-CFD Analysis of Diffusers used to Discharge Brine into Water Bodies
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ABSTRACT

Inclined submerged diffusers that are used to dilute hypersaline and highly contaminated brine, discharged from desalination plants, in receiving marine waters are commonly modeled via semi-empirical, integral, and 3D Computational Fluid Dynamic (CFD) models. The first two models are computationally simple and efficient, but not enough accurate in many cases, and 3D-CFD models which show good agreement with experimental data are time-consuming. To avoid computational costs of 3D models and to present a more precise model than simple ones, a modified 2D-CFD model for stagnant and dynamic ambient is suggested in this study. The results showed that the proposed model can predict the jet behavior in both ambients more accurately than integral models and in shorter computing time than 3D models. The results of this study can be used in order to design environmentally friendly discharge systems by engineers and practitioners for brine or pollutant dilution in the receiving marine waters.

Introduction

In recent years, the water shortage has become a serious and ongoing challenge in most countries around the world due to various reasons; i.e. population growths, industrial and agricultural developments, and limited freshwater resources [1,2]. Therefore, comprehensive technologies are needed in order to deal with these challenges. Among the existing technologies, membrane-based desalination technologies are received more attentions. These are classified as reverse osmosis (RO), nano-filtration (NF), electrodialysis (ED), membrane distillation (MD), forward osmosis (FO), electrodialysis reversal (EDR), electrodeionization (EDI), and their combination as hybrid technologies. Although RO is the leading and most common technology accounted for ~70% of desalination plants worldwide, one must properly deal with effluent generated in these plants which is the major drawback of this technology [3-7].
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The RO technology, as well as FO and MD, has the highest ratio of effluents to intake seawater with approximately 60%, whereas the equivalent figures for NF, ED and EDI are 31%, 14%, and 10%, respectively [8]. The hypersaline effluent of RO plants, referred to as brine, contains high concentrations of various chemicals such as pretreatment biocides, coagulants, antiscalants, antifoaming agents, and heavy metals (e.g., copper) that are used or generated during the plant operation. In addition, maybe as a result of insufficient treatment in wastewater treatment plants, unremoved emerging pollutants, like trace organic chemicals (e.g., personal care products), effluent organic matter (e.g., soluble microbial products), and pathogens, are discharged to surface waters which are the feed source of RO desalination plants. Inevitably, brine suffers from these emerging pollutants as well [9,10]. Inappropriate disposal of the brine would lead to an increase in local salinity and pollutants’ concentration in the receiving area causing adverse effects on vulnerable benthic infaunal communities and seagrasses creating severe environmental problems on marine ecosystems [3,11,12]. Therefore, appropriate disposal methods should be designed and put in place to handle the effluent.

The commonly used disposal methods in seawater desalination plants, which were reported in the open literature, are surface-water and sewer discharge, deep-well injection, evaporation ponds, and land disposal. The surface-water discharge method, which accounts for more than 90% of disposal methods, can be regarded on three distinct configurations as surface, over surface, and submerged discharge configurations [13,14]. Among these configurations, the submerged discharge with single-, multi-port, and rosette-shaped diffusers is more commonly used, particularly first two diffusers, since they effectively promote enhanced mixing of the salty plume in the receiving areas [3,15,13,16].

Single- and multi-port diffusers can handle brine at a variety of discharge angles to the horizontal axis ranged from 0° to 90° forming horizontal, inclined, and vertical jets, respectively. There are a significant number of studies in the literature aiming to find the optimal discharge angle. Zeitoun et al. reported that an angle of 60° can provide the longest jet trajectory and the maximum achievable dilution for the discharged brine [17]. This was accepted as the de facto standard for design before Abessi and Roberts proved it thorough experiments with 3DLIF [18,19].

Design and operation of submerged disposal devices of dense effluent is not only restricted to jet characteristics, i.e. the optimum discharge angle [15], but also dilution parameters of brine-water mixture at the receiving area should be taken into consideration. These parameters are physical properties of the brine and receiving water, diffuser configurations and flow pattern, discharge velocity, ambient conditions, etc. Experimental and numerical techniques should be applied to study the effect of these parameters accurately in order to help the scientists and designers.

Experimental work with submerged discharge devices is rather tedious, expensive, and time-consuming, therefore, simulation tools should be applied to reduce the experimental costs and time. Numerical modeling and simulation can be used to predict the behavior of submerged discharge of the brine into the receiving area. Three main types of numerical models were reported in the literature for brine discharge modeling. First, semi-empirical models based on dimensional analysis i.e. CORMIX1, applicable to submerged and emerged single port jets, and CORMIX2 which models submerged multiport jets, sub-models from CORMIX software. Second, models based on integration of governing equations (also known as integral models) i.e. CORJET from CORMIX software, JETLAG from VISJET software, and UM3 from VISUAL PLUMES. Third, models based on CFD, which are widely used in pollutants
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modeling; i.e., water and air pollution dispersion, effluent discharge and in submerged discharge systems [20-26].

The predictions provided by semi-empirical models are limited to conditions where these models were developed. While integral models predict the characteristics of dense inclined jets more accurately compared to semi-empirical models, their accuracy in predicting the experimental data is still not widely acceptable, especially in a dynamic ambient [27]. On the other hand, CFD uses more justified hypotheses and comprehensive governing equations, and it enjoys strong solvers in dealing with equations which could lead to more reliable and sound results. However, although the advancement of computing systems as well as a significant reduction in data storage costs have made using these models more demanding, 3D CFD models are still computationally much more expensive as compared with semi-empirical and integral models, therefore in some cases 2D models are much more preferable if dimensionality reduction of 3D models is made wisely. Based on the literature, in the last 15 years, several studies have utilized CFD to simulate the dilution pattern and geometrical characteristics of inclined dense jets. Table 1 summarizes these studies for submerged inclined jets.

The Table reveals three meaningful points. First, the deviations between models and experimental data were mostly attributed to the type of turbulence model and the quality of meshes used. Second, most of the numerical studies on submerged diffusers, have only focused on stagnant ambient and there is no study aimed at comparing computational fluid dynamics (CFD) with integral models in both stagnant and dynamic environments. Third, to the best of the authors’ knowledge, numerical studies using CFD have proposed a 3D model which is significantly time consuming. On the other hand, the 2D model is expected to be more accurate and efficient as compared with integral models. Therefore, the main objective of this study is to evaluate the applicability of the 2D model to analyze submerged discharge systems in both stagnant and dynamic ambient and comparing the results with integral model.

Table 1. A Summary of Recent Studies on CFD Modeling of Submerged Inclined Jets

<table>
<thead>
<tr>
<th>Tool</th>
<th>Angle (°)</th>
<th>Turbulence Closure</th>
<th>Ambient</th>
<th>Remark</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANSYS CFX</td>
<td>45</td>
<td>SST† k-ω</td>
<td>Dynamic</td>
<td>• First Study Applying CFD</td>
<td>[28]</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td></td>
<td></td>
<td>• Underestimate Maximum Rise Height</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Underestimate Impact Point Location</td>
<td></td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>standard k-ε</td>
<td>Stagnant</td>
<td>• Overpredict Centerline Concentration</td>
<td>[29]</td>
</tr>
<tr>
<td>Fluidity</td>
<td>60</td>
<td>Standard k-ε,</td>
<td>Stagnant</td>
<td>• Underestimate Dilution Pattern</td>
<td>[30]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Smagorinsky</td>
<td></td>
<td>• Underpredict with Standard k-ε</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>Five Models§</td>
<td>Stagnant</td>
<td>• Comparing Accuracy of Models</td>
<td>[31]</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td></td>
<td></td>
<td>• Underestimate Impact Dilution</td>
<td>[32]</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td></td>
<td></td>
<td>• Insufficient Grid Resolution</td>
<td></td>
</tr>
<tr>
<td>OpenFOAM®</td>
<td>45</td>
<td>LES</td>
<td>Dynamic</td>
<td>• Deviations from Experimental Data</td>
<td>[33]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Low Mesh Quality</td>
<td></td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>Realizable k-ε</td>
<td></td>
<td>• Thermal-Saline Negatively Buoyant Jets</td>
<td>[34]</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>Standard k-ε,</td>
<td></td>
<td>• Deviations for Plume-Like Zone Data</td>
<td>[35]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RNG‡‡ k-ε</td>
<td></td>
<td>• moderating spaced ports diffuser</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SST k-ω</td>
<td></td>
<td>• Significant errors with standard k-ε</td>
<td></td>
</tr>
</tbody>
</table>

† Shear Stress Transport (SST)
‡ Large Eddy Simulation (LES)
§ Including 1-RNG k-ε, 2-realizable k-ε, 3-nonlinear k-ε, 4-Lauder Reece Rodi (LLR), 5- Launder–Gibson
‡‡ Re-Normalization Group (RNG)
CFD Modeling

This section provides the analysis of inclined jets and CFD modeling including the governing equations and model setup.

Inclined Jets Behavior

Inclined jets are frequently used to discharge effluents like brine which form a negatively buoyant jet since they are generally more dense than the receiving ambient \([37]\). The interaction of momentum inserted by inclined jet on this ambient and existing negative buoyancy force dictates the hydrodynamic pattern of the jet. Fig. 1 illustrates the key attributes of an inclined jet.

As the jet with a diffuser diameter of \(d\) leaves the nozzle with the angle of \(\theta\), fixed at \(60^\circ\) in this study, it soon starts ascending to an equilibrium point due to its high discharge velocity and initial momentum. As the jet engulfs the receiving water due to significant pressure difference and turbulent velocity shear, a highly turbulence mixing zone is formed. This allows the jet to be diluted with the receiving water leading to a high decrease in the salinity and pollutants’ level.

The equilibrium point, in which the negative buoyancy of jet equates the vertical momentum component, is called the maximum rise height \((Z_m)\). From this point, the jet slightly moves downward as a result of buoyancy forces and the discharge flow bounce back to the bottom boundary at the impact point and after this point, a spreading layer and a gravity current can be seen \([38]\). It is important to mention that at the impact point, the horizontal distance from the discharge point \((X_i)\), the impact point density \((\rho_i)\), and dilution \((S_i)\) parameters can be measured.

At stagnant ambient, these parameters can be obtained by following expressions with the Boussinesq assumption \((|\rho_0 - \rho_a| \ll \rho_a)\), in which \(\rho_0\) is the jet density and \(\rho_a\) is the receiving ambient density, and considering the fully turbulent flow and fixed discharge angle \([38,39]\).
\[
\frac{Z_m X_i S_i}{dF} \frac{d}{dF} \frac{S_i}{F} = \text{constant}
\]  \hspace{1cm} (1)

where \( F \) is Froude number \( (F = \frac{U_0}{\sqrt{g'D}}) \), \( g'_0 = g(\rho_0 - \rho_a)/\rho_a \) is the modified gravitational acceleration at the source, \( g \) is the gravitational acceleration, \( U_0 \) is the jet velocity.

At a dynamic environment, a variety of orientations can be assumed for ambient flow, ranging from co-flow, in the same direction as the jet, to counter-flow, in the opposite direction. It is worthy to mention that the dilution decreases gradually from co- to counter-flow [40]. The reason for this change is that, in the worst case, a counter-flow current can cause the jet to fall back on itself, and consequently the dilution decreases since this limits the ambient water entrainment [13]. Therefore, assuming a co-flow relative to discharge propagation seems more desirable as it provides a higher dilution rate compared with the counter-flow. In this case, the following expressions can be applied to maximum rise height, impact point location, and impact dilution [35]:

\[
\frac{Z_m X_i S_i}{dF} \frac{d}{dF} \frac{S_i}{F} = f(U_r F)
\]  \hspace{1cm} (2)

\[
U_r = \frac{U_a}{U_0}
\]  \hspace{1cm} (3)

where \( U_r \) is the ratio of ambient velocity \( (U_a) \) to the velocity of effluent on the tip of the nozzle \( (U_0) \).

**CFD Analysis**

This section introduces the governing equations as well as the details of CFD. Multiport diffusers are also useful for brine disposal; however, their behavior is like single jet diffusers [41,42] if the ports are properly spaced. Such spacing would create more dilution and prevent the jets from being merged. Moreover, the simplicity of single jet behavior in dynamic environment analysis would also allow us to model the jet in a small 2D domain which is computationally less expensive than 3D simulations and can reduce computation time significantly. Therefore, in this study, a single jet diffuser is modeled in a 2D domain.

**Governing Equations**

There are two main fluid phases in the system, i.e., the brine and receiving water. Therefore, it is necessary to apply a two-phase model to predict the interpenetration of these phases moving at two different velocities. In this study, the Mixture model [43] was adopted. The continuity equation for the mixture is:

\[
\frac{\partial \rho_m}{\partial t} + \nabla \cdot (\rho_m \overline{u_m}) = 0
\]  \hspace{1cm} (4)

where \( \rho_m \) is the mixture density:

\[
\rho_m = \sum_{i=1}^{n} \alpha_i \rho_i
\]  \hspace{1cm} (5)

where \( \rho_i \) is the density of phase \( i \), \( \alpha_i \) is the volume fraction of phase \( i \), \( u_m \) is the mass-averaged velocity as:
\[ \bar{u}_m = \frac{1}{\rho_m} \sum_{i=1}^{n} \alpha_i \rho_i \bar{u}_i \]  

(6)

where \( u_i \) is the velocity of phase \( i \). The momentum equation for the mixture is:

\[
\frac{\partial}{\partial t} \rho_m \bar{u}_m + \nabla \cdot (\rho_m \bar{u}_m \bar{u}_m) = -\nabla p + \nabla \cdot [\mu_m (\nabla \bar{u}_m + \nabla \bar{u}_m^T)] + \nabla \cdot (\sum_{i=1}^{n} \alpha_i \rho_i \bar{u}_{d,r,i} \bar{u}_{d,r,i}) + \rho_m g + F_b
\]

(7)

where \( p \) is pressure, \( \bar{u}_m^T \) is the transpose of mixture velocity matrix, \( n \) is the number of phases, \( F_b \) is a body force, \( \mu_m \) is the viscosity of the mixture:

\[ \mu_m = \sum_{i=1}^{n} \alpha_i \mu_i \]  

(8)

and \( \bar{u}_{d,r,i} \) is the drift velocity for the secondary phase:

\[ \bar{u}_{d,r,i} = \bar{u}_i - \bar{u}_m \]  

(9)

The drift velocity leads to a drag force between phases [44]. For the two-fluid flow, three drag models are considered as Schiller and Naumann [45], Morsi and Alexander [46], and symmetric models. Table 2 compares these drag models. It is notable that unlike their similar equations, the symmetric and the Schiller and Naumann models have different expressions for momentum exchange coefficients and particle relaxation time [47].

<table>
<thead>
<tr>
<th>Model</th>
<th>Drag Coefficient</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schiller and Naumann</td>
<td>( C_D = \frac{24(1 + 0.15Re^{0.687})}{Re} )</td>
<td>General two-phase flow</td>
</tr>
<tr>
<td></td>
<td>( \frac{0.44}{Re} )</td>
<td>( Re \leq 1000 )</td>
</tr>
<tr>
<td></td>
<td>( \frac{0.44}{Re} )</td>
<td>( Re &gt; 1000 )</td>
</tr>
<tr>
<td>Morsi and Alexander</td>
<td>( C_D = a_1 + \frac{a_2}{Re} + \frac{a_3}{Re^2} ) ( a_1,a_2,a_3 = f(Re) )</td>
<td>Most complete, less stable</td>
</tr>
<tr>
<td>Symmetric</td>
<td>( C_D = \frac{24(1 + 0.15Re^{0.687})}{Re} )</td>
<td>Transition to dispersed phase</td>
</tr>
<tr>
<td></td>
<td>( \frac{0.44}{Re} )</td>
<td>( Re \leq 1000 )</td>
</tr>
<tr>
<td></td>
<td>( \frac{0.44}{Re} )</td>
<td>( Re &gt; 1000 )</td>
</tr>
</tbody>
</table>

As it is clear from Table 2, the symmetric model cannot be used in this study. In addition, although Morsi and Alexander model is defined over a wide range of Reynolds numbers, it is less stable compared to other models [47]. Therefore, Schiller and Naumann model seems a more suitable choice for this study. The drag function \( f_{\text{drag}} \) and drag coefficient \( C_D \) of Schiller and Naumann drag model is:

\[ f_{\text{drag}} = \frac{C_D Re}{24} \]  

(10)

\[ C_D = \begin{cases} 
  \frac{24(1 + 0.15Re^{0.687})}{Re} & Re \leq 1000 \\
  \frac{0.44}{Re} & Re > 1000 
\end{cases} \]  

(11)

Along with a proper drag model, choosing an accurate turbulence scheme is of great importance due to its significant role in producing accurate and reliable results. Some studies [28,5,35,48] have used the SST \( k-\omega \) turbulence scheme successfully. This scheme provides a combination of the \( k-\varepsilon \) and \( k-\omega \) turbulence models for boosting the accuracy of the model in wall-bounded flows [35]. This turbulence model was also compared with LES, as one of the common and well-studied models, by Baum et al. [5] and they have concluded that the SST \( k-\omega \) model is computationally more efficient.
In this study, the SST $k$-$\omega$ turbulence scheme is used for RANS†† equations. The turbulence kinetic energy, $k$, and the specific dissipation rate, $\omega$, are obtained from the followings:

\[
\frac{\partial}{\partial t}(\rho_m k) + \nabla \cdot (\rho_m k \vec{u}_m) = \nabla \cdot (\Gamma_{k,m} \nabla k) + \tilde{G}_{k,m} - Y_{k,m}
\]

(12)

\[
\frac{\partial}{\partial t}(\rho_m \omega) + \nabla \cdot (\rho_m \omega \vec{u}_m) = \nabla \cdot (\Gamma_{\omega,m} \nabla \omega) + G_{\omega,m} - Y_{\omega,m} + D_{\omega,m}
\]

(13)

where $\tilde{G}_{k,m}$ is generation of turbulence kinetic energy due to mean velocity gradients, $G_{\omega,m}$ is generation of $\omega$, $\Gamma_{k,m}$ is the term for the effective diffusivity of $k$, $\Gamma_{\omega,m}$ is the term for the effective diffusivity of $\omega$, $Y_{k,m}$ represents the dissipation of $k$ due to turbulence, $Y_{\omega,m}$ represents the dissipation of $\omega$ due to turbulence, $D_{\omega,m}$ is the cross-diffusion term. All of these terms are calculated from the expressions and model coefficients reported by Menter [49].

**Model Setup**

In this study, details of the input data and computational domain were adopted from the study conducted by Palomar et al. [27]. Table 3 shows the simulation parameters for both stagnant and dynamic environments used in this study. A 2D model based on the finite volume method and SIMPLE‡‡ scheme [50] is used for pressure-velocity coupling to solve the governing equations. The model is modified in order to include dilution effects seen in 3D models. The following equations are adapted for this purpose [47]:

\[
\dot{m}_{ij} = \max \left[0, \lambda_{ij}\right] - \max\left[0, -\lambda_{ij}\right]
\]

(14)

\[
\lambda_{ij} = \dot{r} \alpha_i \rho_i
\]

(15)

where $\dot{m}_{ij}$ is a positive mass flow rate per unit volume from phase $i$ to phase $j$, $\lambda_{ij}$ is the convective mass transfer coefficient, $\dot{r}$ is a constant rate of liquid droplets shrinking.

To discretize the simulation area, structured meshes are mostly utilized with partial refinements near the domain and jet inlet as well as the bottom boundary. Fig. 2 shows mesh grids and boundary conditions of the model. The mesh sensitivity analysis is also performed to reach a satisfactory grid.

**Table 3. Simulation Input Parameters for Stagnant and Dynamic Ambient [27]**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\rho_0$ (kg/m$^3$)</th>
<th>$\rho_a$ (kg/m$^3$)</th>
<th>$D$ (m)</th>
<th>$F$</th>
<th>$U_0$ (m/s)</th>
<th>$U,F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stagnant ambient</td>
<td>1050</td>
<td>1026</td>
<td>0.20</td>
<td>10,20,30,40</td>
<td>2.1, 4.2, 6.3, 8.4</td>
<td>-</td>
</tr>
<tr>
<td>Dynamic ambient</td>
<td>1050</td>
<td>1026</td>
<td>0.18</td>
<td>20</td>
<td>4</td>
<td>0.3, 0.75, 1.25, 1.5, 1.87</td>
</tr>
</tbody>
</table>

†† Reynolds Average Navier-Stokes (RANS)
‡‡ Semi-implicit method for pressure-linked equations (SIMPLE)
Results and Discussion

In this section, the results of the SST $k$-$\omega$ model are presented and compared with experimental data of Cipollina et al. [51], Kikkert et al. [52], Roberts et al. [38,40], Papakonstantis et al. [53,54], Abessi et al. [41], and numerical results of JETLAG, UM3, and CORJET by Palomar et al. [27]. The accuracy of all four models is quantitatively evaluated using error statistics.

Maximum Rise Height

The maximum rise height was calculated in four Froude numbers ($F=10, 20, 30, \text{ and } 40$) for stagnant, and in $F=20$ and five current velocities for dynamic ambient. The data were normalized by dividing to the maximum value of $Z_m$ ($Z_{m,max}$) reported by Cipollina et al. [51] for stagnant and calculated by CFD in the dynamic ambient.

Fig. 3 compares the results of maximum rise height ($Z_m$) provided by this study, three integral models and experimental data in stagnant ambient. All models follow the trend of experimental data very well; nevertheless, in all cases, integral models have underestimated the maximum rise height. Their deviation from the experimental data might be due to their instabilities on the edge of the jet when initial momentum counterbalances the buoyancy force [52,55].

Fig. 2. Model geometry and the refined mesh grid
As shown in this figure and Fig. 4, comparing the experimental data reported by Abessi et al. [39] with numerical results reveals that the CFD model has provided more accurate and reliable results. It seems that apart from using more logical hypotheses and more precise solvers, high-resolution refined meshes near the critical points has led to higher accuracy of the CFD model as compared with other models and data [56].

Fig. 3. Comparison of normalized maximum rise height in the stagnant ambient

Fig. 4. Comparison of experimental data with the model prediction for stagnant ambient

Fig. 5 shows the results of maximum rise height ($Z_m$) provided by this study, three integral models by Palomar et al. [27] and experimental data by Roberts et al. [38] in dynamic ambient. As shown in this figure, the CFD model predicts the maximum rise height in the dynamic ambient better than any tools [40]. It is worthwhile to mention, at high ambient current velocity ($U_rF=1.87$), the model precision decreases, as the discrepancy rises to around 20% whereas it is less than 10% in lower $U_rF$. This can be attributed to the fact that using a 2D RANS model leads to a decrease in the number of equations and this can affect the modeling precision. However, CFD model still predicts experimental data with less deviation as compared to integral models.
Impact Point Dilution

The impact point dilution ($S_i$) was calculated through the following equation for stagnant and dynamic ambient.

$$S_i = \frac{\rho_0 - \rho_a}{\rho_i - \rho_a}$$

(16)

The results are then normalized by the maximum impact point dilution ($S_{i,max}$) reported by Kikkert et al. [52] in $F=40$ for stagnant ambient and by Palomar et al. [27] for dynamic ambient. Fig. 6 compares predicted the impact point dilution with Froude number with experimental data.

It is notable that commercial packages produced approximately the same results, and these are all underestimated the experimental data. However, CFD showed less deviation and better agreement with experimental data. Parity plot shown in Fig. 7, compares the modeling results with experimental data reported by Papakonstantis et al. [50]. It appears that more satisfactory performance of CFD in modeling the dilution pattern is attributed to the key role played by the turbulence model. While, integral models employ simple semi-empirical turbulence models, which may be considered as the main reason of underestimations by these models in the prediction of the dilution pattern [13].
Fig. 6. Comparison of normalized impact point dilution in the stagnant ambient

Fig. 7. Comparison of experimental data with model prediction at stagnant ambient

Fig. 8 compares the predicted impact point dilution by integral and CFD models with experimental data reported by Roberts et al. [38] at dynamic ambient. As shown in this figure, the CFD model simulated the dynamic ambient more accurately rather than stagnant ambient in terms of the impact point dilution only. From the results, it is understandable that modeling tools followed the experimental trend closely and the dilution is increased with the ambient current speed. It is important to mention that CORJET produces reliable results for impact point dilution especially at higher $U_r F$ possibly due to its entrainment model; nevertheless, CFD is still well applicable to simulate dilution pattern in dynamic ambient.
Fig. 8. Comparison of experimental data with model prediction at dynamic ambient

Error Statistics

To statistically compare the performance of CFD with integral models, the following expressions for BIAS, Scatter Index (SI) and correlation coefficient (CC) are used:

\[
BIAS = \sum_{j=1}^{N} \frac{1}{N} (Y_j - X_j) 
\]

\[
SI = \sqrt{\frac{1}{N} \sum_{j=1}^{N} (Y_j - X_j)^2} 
\]

\[
CC = \frac{\sum_{i=1}^{N} (X_j - \bar{X})(Y_j - \bar{Y})}{\sqrt{\sum_{j=1}^{N} (X_j - \bar{X})^2 \sum_{j=1}^{N} (Y_j - \bar{Y})^2}} 
\]

Where \( X_j \) are the experimental values, \( Y_j \) are calculated figures, \( N \) is the number of observations, \( \bar{X} \) is the mean value of the experimental data. \( \bar{Y} \) is the mean value of the model results. The statistical errors of maximum rise height and impact point dilution in stagnant and dynamic ambient are presented in Tables 4 and 5.

<table>
<thead>
<tr>
<th>Error Statistics</th>
<th>Parameter</th>
<th>CFD</th>
<th>CORJET</th>
<th>JETLAG</th>
<th>UM3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIAS</td>
<td>( Z_m )</td>
<td>0.005</td>
<td>-0.083</td>
<td>-0.128</td>
<td>-0.147</td>
</tr>
<tr>
<td></td>
<td>( S_i )</td>
<td>-0.040</td>
<td>-0.531</td>
<td>-0.481</td>
<td>-0.572</td>
</tr>
<tr>
<td>Scatter Index</td>
<td>( Z_m )</td>
<td>0.023</td>
<td>0.165</td>
<td>0.218</td>
<td>0.260</td>
</tr>
<tr>
<td></td>
<td>( S_i )</td>
<td>0.076</td>
<td>0.577</td>
<td>0.523</td>
<td>0.622</td>
</tr>
<tr>
<td>Correlation Coefficient</td>
<td>( Z_m )</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>( S_i )</td>
<td>0.966</td>
<td>-0.993</td>
<td>0.837</td>
<td>0.996</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Error Statistics</th>
<th>Parameter</th>
<th>CFD</th>
<th>CORJET</th>
<th>JETLAG</th>
<th>UM3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIAS</td>
<td>( Z_m )</td>
<td>-0.050</td>
<td>-0.161</td>
<td>-0.209</td>
<td>-0.210</td>
</tr>
<tr>
<td></td>
<td>( S_i )</td>
<td>0.001</td>
<td>-0.001</td>
<td>0.045</td>
<td>-0.225</td>
</tr>
<tr>
<td>Scatter Index</td>
<td>( Z_m )</td>
<td>0.103</td>
<td>0.194</td>
<td>0.254</td>
<td>0.257</td>
</tr>
<tr>
<td></td>
<td>( S_i )</td>
<td>0.028</td>
<td>0.062</td>
<td>0.174</td>
<td>0.365</td>
</tr>
<tr>
<td>Correlation Coefficient</td>
<td>( Z_m )</td>
<td>0.976</td>
<td>0.977</td>
<td>0.953</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td>( S_i )</td>
<td>0.998</td>
<td>0.995</td>
<td>0.996</td>
<td>0.999</td>
</tr>
</tbody>
</table>
As seen in these tables, the CFD model performs better in the stagnant ambient than dynamic ambient in terms of jet maximum rise height prediction. However, error statistics, reported in these table for CFD model, show the higher accuracy of the CFD model in predicting the impact point dilution in dynamic as compared with stagnant ambient. Additionally, in consistent with findings reported in Fig. 8, statistical analyses of these tables also showed that the CFD performs quite better as compared with integral models.

Impact Point Location

Impact point locations, as calculated by Palomar et al. [27], were just limited to three averaged values in the stagnant ambient. In this study, the predicted average impact distances and their discrepancy from experimental data are reported in Table 6.

Table 6. Average Impact Point Location Calculated by CFD, CORJET, JETLAG, and UM3

<table>
<thead>
<tr>
<th>Tool</th>
<th>CFD</th>
<th>CORJET</th>
<th>JETLAG</th>
<th>UM3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_i / dF)</td>
<td>2.85</td>
<td>2.22</td>
<td>2.33</td>
<td>1.97</td>
</tr>
<tr>
<td>Deviation (%)</td>
<td>11.7</td>
<td>12.9</td>
<td>8.6</td>
<td>22.7</td>
</tr>
</tbody>
</table>

The table shows that the performance of these models in predicting the impact point location is acceptable comparing with the experimental deviations of ~26% reported by Palomar et al. [27] and as a result, it seems that there is no need to focus on this part to make improvement in Modeling.

Comparison of 3D and Modified 2D Model

In this section, the results of the modified 2D model are compared with a three-dimensional model proposed by Baum et al. [5] and the deviation of both models from experimental data by Papakonstantis et al. [53,54] and Roberts et al. [38] are reported (Table 7). Using a 3D CFD model and the SST \(k-\omega\) turbulence scheme, Baum et al. [5] modeled the discharge of brine from 60° single-port jets in stagnant and dynamic ambient.

Table 7. Comparison of 3D and Modified 2D Model

<table>
<thead>
<tr>
<th>Ambient</th>
<th>Parameter</th>
<th>Exp. Data (Reference)</th>
<th>3D Model (Deviation)</th>
<th>Modified 2D Model (Deviation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stagnant ((U_r F = 0))</td>
<td>(Z_m / dF)</td>
<td>2.14 ([52])</td>
<td>2 (7%)</td>
<td>2.26 (5.3%)</td>
</tr>
<tr>
<td></td>
<td>(S/F)</td>
<td>1.68 ([51])</td>
<td>0.95 (76.8%)</td>
<td>1.8 (6.6%)</td>
</tr>
<tr>
<td>Dynamic ((U_r F = 1.5))</td>
<td>(Z_m / dF)</td>
<td>1.8 ([38])</td>
<td>1.75 (2.9%)</td>
<td>1.725 (4.3%)</td>
</tr>
<tr>
<td></td>
<td>(S/F)</td>
<td>2.6 ([38])</td>
<td>2.9 (10.3%)</td>
<td>2.51 (3.6%)</td>
</tr>
</tbody>
</table>

Comparing the data in Table 7, it seems that in most cases the results of the 2D model proposed in this study were close to the three-dimensional model by Baum et al. [5]. However, using mass transfer mechanism made a great contribution in predicting impact dilution in the stagnant ambient according to deviation values. Minor improvements over the 3D model in predicting other parameters can be due to the quality of the mesh. In general, not only does a two-dimensional model lead to a significant reduction in computational costs, but also it provides accurate results, in some cases more accurate than 3D models, by applying proper details to it.

Conclusion

In this paper, simulations were conducted to investigate the accuracy of modified CFD model in predicting dense jets behavior in stagnant and dynamic ambient. The qualitative and quantitative comparison among CFD and integral models with experimental data were made through parity plots and statistical analyses. In the stagnant ambient, the maximum rise height predictions reveal that the models followed the experimental trend. However, CFD provides far promising results, especially in higher Froude numbers, where integral models
underestimated the maximum rise height as well as the impact point dilution. In dynamic ambient, although the precision of the CFD model on the maximum rise height was lower, its performance in calculating the impact point dilution was considerably higher as compared with stagnant ambient. This is also valid for integral models, particularly in high ambient current speeds, where the CORJET model agreed quite well with the experimental data. Therefore, this study showed that the modified CFD model precisely predicted experimental data better than integral models. Moreover, comparing the results of the 2D model with a 3D model proposed in the literature revealed that 2D models can predict dense jets behavior accurately while they are more computationally efficient. The results of this study can be used to extend the application of CFD modeling in the prediction of the performance of inclined jets for brine dilutions.
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